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Abstract

We discuss various aspects of secure distributed

computation and look at weakening both the goals of

such computation and the assumed capabilities of ad-

versaries. We present a new protocol for a conditional

form of probabilistic coordination and present a model

of secure distributed computation in which friendly and

hostile nodes are represented in competing interwoven

networks of nodes. It is suggested that reasoning about

goals, risks, tradeo�s, etc. for this model be done in a

game-theoretic framework.

1. Introduction

Models for distributed computation typically make
use of a fault model for messages and/or the nodes
sending and receiving messages. Some typical kinds
of faults are: crash failure, in which a faulty node
sends no further messages after failure (this is some-
times called fail-stop), omission faults, in which mes-
sages from a sender are not received by the intended
recipient (this can be modelled as a fault at the sender,
at the receiver, or in the connection between them),
and byzantine faults [13, 10]. In a byzantine failure
a faulty node might do virtually anything of which it
is computationally capable, including altering or sub-
stituting messages, capturing or misdirecting messages
that it was to forward, etc.

Modelling secure computation has generally been
based on some form of worst-case assumption about
the computing environment. Thus, byzantine failure
is the natural failure model to assume when modelling
secure distributed computation, e.g., [14, 15, 3]. Some
researchers have looked at hybrid fault models, where
di�erent types of faults may occur together [4], and
others have taken a broader look at relaxing the worst-
case assumption approach to all areas of secure com-

puting [9, 12]. Still, the worst-case view dominates the
secure computing literature in general and the secure
distributed computing literature in particular.

In section 2 we look at byzantine failure with re-
spect to weaker than usual agreement goals, and we
introduce the notion of viewing secure distributed com-
puting as competing networks. In section 3 we look at
topological considerations motivated by previous dis-
cussion. In section 4 we look at reasoning about com-
peting networks in a game theoretic framework. In
section 5 we present concluding remarks.

2. Weakening Agreement Goals and

Assumptions

Byzantine agreement protocols, (protocols for
acheiving agreement in the presence of byzantine fail-
ures) make two broad types of assumptions: the per-
centage of nodes that are byzantine faulty is less than
some maximum, and the connectivity of the set of all
nodes exceeds some minimum. (The connectivity of a
graph is the minimum number of nodes that must be
removed to partition the network.) Without any fur-
ther assumptions, if there are k byzantine faulty nodes
in the network, then there must be 3k + 1 or more to-
tal nodes in the network, and the network must have
connectivity of at least 2k + 1.

We have not yet said what we mean by `agreement'.
Without going into detail, agreement includes at least
that all nonfaulty nodes arrive at the same value for
some chosen variable (agreement) and that this value
was initially chosen by a nonfaulty node (validity). Our
goal in stating conditions and goals for byzantine agree-
ment is simply for contrast. So, we will not describe
this rich area in any further detail. We here instead
look at weaker kinds of agreement.

Much has been written about the problem of au-
thenticated key distribution. Almost all analyses of
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this problem have assumed that a hostile enemy has
complete control of the network: all messages are sent
to this enemy (regardless of the intended recipient) and
all messages are received from this enemy. This can be
viewed as a special case of byzantine failure. We can
view this model as a network with a star topology in
which there is one byzantine node at the center of the
network. With a connectivity of 1, this is not just
byzantine failure, but byzantine failure at the worst
possible place. It is somewhat surprising that any kind
of agreement can be reached in this environment. In-
deed, Anderson and Needham have described solving
such problems as \programming satan's computer" [1].
However, authenticated key distribution protocols that
work do seem to solve agreement as stated above. The
principals arrive at the same key to use for communica-
tion, and the key was chosen by one of the principals or
a key server. (We are describing key distribution here,
not Di�e-Hellman type key agreement.) How is this
possible? Such protocols are not designed to guarantee
anything as strong as synchronized agreement. Rather
they guarantee that if principals assign any value at all
for the session key, then they will agree on that value.
Byzantine agreement would require that they do all as-
sign a value. For security purposes, it is possible that
we require weaker forms of agreement even in the face
of byzantine failures. We will now also explore whether
it is necessary to even assume a byzantine failure model
for secure computing.

2.1 Hostile Failure Can Be Weaker than
Byzantine Failure

This section takes a step back from worst-case rea-
soning, not just on connectivity, but also on other fea-
tures. Byzantine failure originally arose in looking at
dependable computing. It was seen to be relevant to
secure computing because of its worst-case capability:
since nodes can do anything, they can do the worst
possible thing that a hostile agent might want. But,
maybe the hostile agents are not themselves able to do
the worst possible things to the network, even if they
would so desire.

In some cases it is possible to design protocols that
guarantee agreement with an arbitrarily high probabil-
ity (< 1), even given the topology we described for key
distribution [7]. However, this requires the assumption
of a �xed bound on the probability of message failure.
If we can design our systems so that this assumption
can be sustained even in the face of hostile attack, then
the result might be applicable to security. (This might
build on the idea of applying dependability concepts to
security [12].) But, it does not �t within current worst-

case assumptions (byzantine failure). Though perhaps
ultimately applicable to closed networks, over open net-
works such assumptions may be di�cult, if not impos-
sible, to sustain. Need we therefore assume byzantine
failure? In this section we will explore two ways of
weakening our assumptions of what constitutes hostile
failure.

2.2 Example 1: The Coordinated Attack Problem

A version of the following problem was �rst de-
scribed by Gray in [5] where it was called the \generals
paradox". Since then it has generally been called the
coordinated attack problem. (The following version is
quoted from [6], pp. 555{6.)

Two divisions of an army are camped
on two hilltops overlooking a common val-
ley. In the valley awaits the enemy. It is
clear that if both divisions attack the en-
emy simultaneously, they will win the bat-
tle; whereas if only one division attacks, it
will be defeated. The divisions do not ini-
tially have plans for launching an attack on
the enemy, and the commanding general of
the �rst division wishes to coordinate a si-
multaneous attack (at some time the next
day). Neither general will decide to attack
unless he is sure that the other will attack
with him. The generals can only communi-
cate by means of a messenger. Normally, it
takes the messenger one hour to get from
one encampment to the other. However, it
is possible that he will get lost in the dark
or, worse yet, be captured by the enemy.
Fortunately, on this particular night, every-
thing goes smoothly. How long will it take
them to coordinate an attack?

The standard claim is that, even if everything does
go smoothly, no agreement can ever be reached and
thus neither general can ever decide to attack. As
Halpern and Moses point out this is a virtual folk the-
orem of operating systems theory. Suppose that gen-
eral A sends a message saying \Let's attack at dawn."
to general B. This is enough for B to know that A
wants to attack at dawn. But, B also knows that A
can't know that he knows this because the messenger
might not have arrived. So, he sends back his own mes-
senger telling A of his receipt of the message and his
agreement. To indicate that everything is con�rmed A
acknowledges receipt of this message by sending a re-
sponse to B. It might seem that the attack is now co-
ordinated because both A and B know that they each
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want to attack at dawn. And, each of them knows
that they both know this. The problem is that A can-
not know that his last message to B got through. So
B must send an acknowledgement. But how does B
know that this message arrived? A must send another
acknowledgement . . . . An easy induction argument
shows that no number of messages is su�cient to coor-
dinate the attack.

2.2.1 Probabilistic Coordinated Attack

Halpern and Tuttle show how to achieve a probabilistic
coordinated attack in the event that we can assign a
�xed bound on the probability of message failure [7].
Their protocol is quite simple. Assume, for example,
that the probability of message failure is less than 1=2.
Suppose A sends k messages to B, each announcing
her intent to attack at dawn. A then attacks at dawn.
And, B attacks at dawn if he gets A's message. The
probability that the attack will be coordinated is at
least 1 � 1=2k. By choosing su�iciently large k given
that we know the bound on message failure, the prob-
ability of coordination can be made arbitrarily close to
1.

2.2.2 Probabilistic Agreement in a

Hostile Environment

In a hostile environment, it may not be reasonable to
assume that we can give a �xed bound on the probabil-
ity of message failure. This would seem to rule out any
form of agreement. However, while we may not be able
to assign even a probability to adversary behavior, we
can back o� of the virtual omnipotence assigned to ad-
versaries in the case of byzantine failure. Speci�cally,
we might assume that there is some (nonzero) chance
that each message will go through even if we cannot
put a lower bound on what that chance is. In this
case, a nontrivial form of coordination is still possible.
Speci�cally, the generals can guarantee that if either
attacks, then the probability that the other attacks is
arbitrarily close to 1.

The protocol is as follows: Instead of A sending
several messages at once to B, A sends a single mes-
sage to B announcing her attack time and a threshold
value k. (We assume messages are con�dential, cor-
rect, i.e., integrity protected, and not replayable with-
out detection. We will not discuss here the mechanisms
to achieve those assumptions.) B then responds, and
A responds to the response, etc. Each message is sent
if and only if the previous message is received, up to
some number of messages n. And, A and B are to keep
sending messages until either the attack time is past or
some number of messages n + 1 has been sent. At

this point A and B are to evaluate the number of mes-
sages received. (Recall that the adversary may prevent
a message, hence all future messages, from arriving.)
If the number of messages a general receives is k or
greater, then the general attacks. Otherwise, he stays.
If 1 � k � n, then the probability that a given k is the
threshold value is 1=n. So the probability that the gen-
erals were discoordinated (one attacked and the other
did not) is

(

nX

k=1

Pr( Adversary chooses k & k is threshold)) � 1=n

Thus, the probability that if one general attacks,
the other will too is at least 1 � 1=n. Note that for
e�ciency A and B might have a timeout mechanism
that would allow either to terminate the protocol if no
message is received more than some interval after the
last previous one was sent. But, the basic protocol

Aside from providing a new protocol with a new ca-
pability, the above shows that hostile failure need not
imply an all powerful adversary (as in byzantine fail-
ure). Though we cannot assign any probability to the
attack succeeding, in our hostile failure model we can
say that there is some possibility that the attack will
proceed and the probability of discoordination can be
made arbitrarily small. If, as in byzantine failure, we
assume that the adversary can de�nitely prevent the
attack, the only motivation for the protocol would be
if the adversary's desire for the chance to cause disco-
ordination outweighs his desire to have no attack at all.
In other words, if the adversary is not capable of block-
ing all messages with certainty (or even if he is tempted
by the prospect of causing discoordination to allow the
possibility of coordination), then it is more realistic to
assume sent messages will have nonzero probability of
arriving than that the adversary has complete control
over sent messages. Our next example also shows that
a hostile adversary need not be so strong as to be able
to cause byzantine failure, but has a di�erent network
topology and di�erent goals.

2.3 Example 2: Competing Networks

The basic byzantine agreement model we have de-
scribed represents distributed computation as taking
place on a homogeneously composed network of nodes
with a common purpose and in which some unknown
number of nodes has turned buggy or malicious. The
question then is to see what is necessary for the re-
maining nodes to accomplish their goal. The model we
now suggest represents distributed computing as two
or more interwoven networks of competing nodes. In
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the simplest (two network) case each network has its
own goals, which typically run contrary to the goals of
the competing network.

This is a generalization of what we sketched in
connection with authenticated key distribution and in
more detail when discussing coordinated attacks. In
those cases, all enemy nodes are assumed to be in di-
rect communication, perfectly synchronized, etc. Here
we can consider that they have agreement problems of
their own to solve, problems that may be the result of
actions taken by the friendly nodes.

Consider a network in a ring topology. The net-
work is partitioned into two competing subnetworks
such that between any two nodes of the `good' network
is a node of the `evil' network, and vice versa. Suppose
that the evil nodes would like to produce some insecure
system state and that this can only be achieved if they
act in concert. (For example, perhaps they want to
change the access control on some object or synchro-
nize on some clock for use in covert communication.)
Assume that there is more than one combination that
will yield the insecure state and that the agents know
this; they simply need to coordinate on one combina-
tion.

Let us suppose that the evil network is composed of
n nodes and that there is exactly one relevant choice
for each node to make. They can each set some value
to 1 or 0. If they all choose 1 or all choose 0, they will
coordinate. Otherwise, they will not. If the evil sub-
network is characterized by byzantine failure, then the
network as a whole is insecure. Since byzantine nodes
are capable of any action, they certainly can all pro-
duce a 1 or all produce a 0. But, since there is a good
node between every two evil ones, choosing together
is problematic. Even if messages from one evil node
to another are encrypted, the good nodes can simply
intercept them. There is no way for the evil nodes to
directly communicate so as to decide on 0 or 1. And,
simply guessing, there is no better than 1=2n�1 chance
of coordinating to produce the insecure state. Assum-
ing that this is within acceptable risk limits, the system
may be considered secure.

Several points are illustrated by this example. First,
the model is a mixture of worst-case and less than
worst-case assumptions. That there is an evil node
between any two good nodes is as bad as can be from
the perspective of good nodes hoping to agree in any
way. On the other hand, that there is a good node
between any two evil ones assumes that connectivity
for the evil nodes is no better than for the good nodes.
Second, the example introduces probability into our se-
curity considerations. This is not new in itself. But,
it points in the direction of calulated risks and trade-

o�s rather than absolute security. In the next section
we will look at a mathematical framework in which to
couch those risks for competing networks. Third, the
example shifts the perspective from secure computing
in the face of hostile attack, to hostile computing in
the face of system limitations, whether or not these
be countermeasures to hostile computing. Ideally, we
would like to take the more realistic view encompassed
in a combination of both perspectives. In the example,
the evil nodes may be unable to coordinate, but the
symmetry of the network means that the same is true
of the good nodes. Further work might focus on the
di�erent goals of secure computing and hostile com-
puting. This might lead to recommendations for net-
work topology and other design issues to enhance se-
cure computing goals. We now turn to the question of
network topology.

3. Topology Considerations

Even if the network of the last example were ar-
ranged as described, how could the nodes know this?
One answer is that they might just know in a partic-
ular case; the network might actually be constructed
this way. (In this case, good and evil nodes are prob-
ably more accurately called `trusted' and `untrusted'
respectively.) The example places one good node be-
tween each evil node in order to make a point about
the nature of hostile failure. But, viewing the network
in this way is useful for security even if the nodes are
not arranged in this way.

For security purposes, any untrusted nodes directly
connected by an untrusted path may e�ectively be
viewed as a single adversary. (Recall this is the ba-
sis for sending all messages through a single adversary
in the model of key distribution protocols.) Similarly,
any trusted nodes connected by a trusted path may be
viewed as capable of complete synchronization. What
about evil nodes talking on good paths or vice versa?
We can consider the paths to simply be other network
components. Thus, in a graph representing the net-
work they become nodes as well. In other words, for
the purposes of a graph representing network security,
anything that can be labelled good or evil is a node.
Edges in the network security graph are not under any-
one's control, and a message sent to an adjacent node
in the security graph is always received immediately
and without alteration.

An immediate consequence of this view of security
is that any network security graph is bipartite (two-
colorable). This simpli�cation can give us a quick pic-
ture of some of the capabilities of both the trusted and
untrusted components in the network. If we want to
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control the communication of untrusted components
then they cannot be at the same node of the security
graph. Similarly, the coordination and communication
of trusted components not at the same node of the
security graph may be subject to hostile interference.
These are very simple observations. More subtle results
from the theory of bipartite graphs may inform our un-
derstanding of adversary capability as well as our de-
cisions about security resources, both in the minimum
total trusted components required for a given goal and
in the placement of those components. We explore an-
other advantage of this simpli�ed view in the next sec-
tion.

4. Secure Computing as Game Playing

In talking about computer security we often refer
to an adversary, enemy, intruder, hostile agent, etc.
However, while system design often involves a threat
model, the approach is to design the system to accom-
plish or prevent certain goals no matter what the ad-
versary does. Part of the proposal here is to take the
idea of adversary literally and to model secure compu-
tation as a game between adversaries.

A �rst advantage of this approach is to allow a
shift from the typical worst-case reasoning to some-
thing more exible. In a two-person game, the players
have a �xed set of strategies, and each pair of strategies
gives rise to an outcome. The players each have a pay-
o� attached to each outcome. (Actually it is su�cient
to generate the payo�s that each have a preference or-
dering on outcomes.) We can then look at the relative
value of playing the various strategies in response to a
given strategy on the part of the adversary. If we wish
to look at the worst case, this is still represented in the
game.

Another advantage is that we can generalize from
the idea of computation by the legitimate users of the
system and intrusion by adversaries. In our model we
simply view the system as an engine for various out-
comes based on the strategies of the various players.
Who the `good guys' are and who the `bad guys' are
can be tacked on as labels. But, primarily they are all
just players and what counts is the desirability of the
outcomes that their combined strategies produce.

If each node is a player with his own goals and strate-
gies, the resulting game can be quite complicated. Typ-
ically, game-theoretic representation of n-person coop-
erative games involves looking at coalitions of players
and side payments between them. (What is the best
strategy for the coalition is not always best for individ-
uals in it; the side payments guarantee that everyone
in the coalition is best o� if they fully cooperate with

the rest.) However, we need not model things in this
way. Suppose we can separate the nodes into `good'
nodes and `evil' nodes. If the interests (represented by
the payo� function) of all the good nodes coincide and
those of all the evil nodes coincide, then the game can
be reduced to a two-person game between the good
network and the evil network. All the di�erent actions
possible for the di�erent nodes of a single network be-
come alternative moves by that network (player). For
example, a node in a network sending a message is a
move by the corresponding network/player, whether or
not any other node in the network is ever aware of that
move.

It is important to note the large potential advan-
tage of being able to simplify to two-person games.
Many results that apply in the two-person case have
no generalization to the n-person case. Those that do
generalize typically require di�cult to meet or di�cult
to evaluate assumptions. Further, even when results
exist, they can be prohibitively harder to compute in
the n-person case. Still, even if payo�s coincide, the
remaining problems may be far from trivial. In fact,
even if we have a purely cooperative game between two
players, if they cannot communicate, they might not be
able to coordinate their strategies. For example, sup-
pose that we have a simple game in which two players
would like to cooperate. Their only strategy choice is
to go either left (L) or right (R). They derive no bene-
�t unless their choices coincide. We can represent this
via the payo� matrix below.

R

L

L R

0

1

0

1

1

0

1

0

If the players can communicate, they can simply
agree to go either right or left together. But, if they
cannot, there is no way for them to coordinate. One
approach that has been taken to this problem is to let
the players play a repeated game. If a game is played
repeatedly rather than just once, then players who can-
not communicate can attempt to come to an equilib-
rium by adopting a strategy of varying their play and
watching how other players vary their own play. Such
games have generally been known as stochastic games
or Markov games. Research into such learned coordina-
tion has been extensively studied in both arti�cial in-
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telligence and game theory. In addition to being mod-
elled as games, when payo�s coincide they may be rep-
resented as multiagent Markov decision processes. (A
nice summary of these issues, which also relates games
and multiagent Markov decision processes, is given in
[2].)

We are obviously not interested in the purely coop-
erative case (except perhaps in modelling for nodes all
in the same subnetwork). An interesting question is
whether we are only interested in the purely competi-
tive case, i.e., zero-sum games. If the goal of the evil
network is pure denial of service, then this is almost
certainly purely zero-sum. But, in most cases this is
not so immediately clear. For example, if the goal of
the evil network is to leak information discretely, this
may require some actions that are helpful to the good
network in other respects. The question is whether we
can always represent the security relevant alternatives
in such a case as a zero-sum game, leaving aside all the
cooperative elements as irrelevant.

In our discussion so far we have been modelling the
interests of individual nodes. Even when we reduce
to a two-person game, we have been assuming that
this is justi�ed by a strict coincidence of interest by
nodes of each subnetwork. But, each node need not
be fully aware. We already observed that nodes of one
player/network need not be aware of actions by other
nodes of the same network. Further, it is not neces-
sary to assume that the nodes of one network/player
be aware which are the other nodes of that player. In
fact, it is not even always necessary for a node to know
whether it is good or evil itself. Games can be used to
model behavior in which there is no rationality or in-
tent by individuals at all. In evolutionary games, whole
populations or species can be represented as players
[11]. In fact, in this now long established application of
game theory, even the rationality of the players may be
only metaphorical. Rationality is a natural metaphor
to the behavior that �rst motivated game-theoretic ab-
stractions, and it is thus a natural concept for giv-
ing intuitive understanding to the mathematics. There
is, however, nothing inherently requiring rationality in
those mathematical abstractions. Though it may be
surprising to the unfamiliar, we can similarly represent
the opposing networks as players without considering
the interests of individual nodes. This introduces yet
another useful layer of abstraction in our model.

5. Summary and Future Work

Recently there has been a call to look at secure com-
puting from the perspective of dependability, in which
faults are expected to occur and the goal is to provide

an acceptable degree of assurance even in the presence
of such faults [12]. And, there have been some mea-
sures suggested for evaluating operational security in
terms of reward to an attacker as a function of e�ort
expended [9].

The above competing networks view proposes a
more general model of computation in the face of hos-
tile attack. It incorporates the perspective of hostile
agents and friendly agents in a single computing frame-
work with the same class of parameters a�ecting their
goals. This allows us to characterize the risks and re-
wards of the competing agents in a single mathemati-
cal model, which we have suggested is naturally viewed
game-theoretically. Thus, this paper amounts to a pro-
posal for a computational and mathematical model in
which to explore the dependability approach to secure
computation. The topological observations above re-
ect an interesting abstraction in thinking about secure
distributed computation. If we view all components of
a network as either trusted or untrusted, then the en-
tire network is two-colorable in this way (all connected
components of the same color are treated as one node).
This can quickly show us information relevant to what
sort of distributed computation problems are poten-
tially solvable by various (trusted or untrusted) parts
of the network.

One natural direction to take the game theoretic as-
pects of this work is to apply the operational security
measures proposed in [9] to determine the payo�s in
the games of our model. We have also already posed
a number of questions about the types of games rele-
vant for our concerns. In addition to looking for broad
answers to these questions we can look at answers tai-
lored to speci�c operational issues. Another area for
potential research is to look more closely at repeated
play of games in the context where explicit agreement
is not possible. What sorts of problems are solvable in
competing networks and under what circumstances?
Inasmuch as learning in such cases is a form of covert
agreement, to what extent are the usual countermea-
sures to covert channels (e.g., [8]) relevant and in what
way?

We showed that networks of n interacting nodes
need not be represented by an n-person game: they
can often be represented in a two-person game, which
can greatly simplify analysis. Similarly, there need be
no direct correspondence between the number of nodes
in the actual system and the model. Speci�cally, we
might have a standalone system for which we model
the various processes as communicating agents. This
is hardly new, but it means that our model need not
apply only to networks. It can serve as a general model
for secure computing. This is another potential avenue
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of exploration.

Secure computing has typically been researched and
developed against a backdrop of worst-case failure
models. By weakening goals and assumptions about
hostile failure we were able to derive a protocol that
achieves a conditional form of probabilistic coordina-
tion even in the face of hostile attack. We weakened
the usual byzantine failure model for secure distributed
computation in both node behavior and connectivity.
This produced a more realistic view of hostile failure. It
also yielded a model that is more exible both in pur-
suing solutions to existing problems and in pursuing
(or indeed raising) new problems in secure distributed
computation.
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